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ABSTRACT

Robust multivariate correlation techniques are proposed to determine the strength of 
the association between two or more variables of interest since the existing multivariate 
correlation techniques are susceptible to outliers when the data set contains random outliers. 
The performances of the proposed techniques were compared with the conventional 
multivariate correlation techniques. All techniques under study are applied on COVID-19 
data sets for Malaysia and Nigeria to determine the level of association between study 
variables which are confirmed, discharged, and death cases. These techniques’ performances 
are evaluated based on the multivariate correlation (R), multivariate coefficient of 
determination (R^2), and Adjusted R^2. The proposed techniques showed R=0.99 and the 
conventional methods showed that R ranges from 0.44 to 0.73. The R^2 and the Adjusted 
R^2 for proposed methods are 0.98 and 0.97 while the conventional methods showed 
that R equals 0.53, 0.44, and 0.19 whereas Adjusted R^2 equals 0.52, 0.43, and 0.18, 
respectively. The proposed techniques strongly affirmed that for any patient to be discharged 

or die of the Covid-19, the patient must be 
confirmed Covid-19 positive, whereas the 
conventional method showed moderate to 
very weak affirmation. Based on the results, 
the proposed techniques are robust and 
show a very strong association between the 
variables of interest than the conventional 
techniques. 

Keywords: Coefficient of determination, Covid-19, 
multivariate correlation techniques, robust
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INTRODUCTION

Karl Pearson established the product sum formula, widely known as the Pearson product-
moment correlation coefficient denoted by “r” (Pearson, 1920). The multivariate correlation 
technique is the generalisation of the conventional Pearson product-moment correlation 
coefficient. The latter is pairwise involving one independent variable and one dependent 
variable while the former requires two or more independent variables and one dependent 
variable. It can be described as the squared correlation between the expected values and the 
observed values (Abdi, 2007). Historically, Bravais had discussed correlation involving two 
and three variables (Pearson, 1920). These three variables consideration is the generalisation 
of the two variable concepts, and by extension is regarded as the multivariate or multiple 
correlation techniques. 

The bivariate correlation analysis has been extensively discussed with numerous 
applications to different fields of study (Armstrong, 2019; Bareinboim et al., 2014; Brown 
et al., 2012; Geiss et al., 1991; Mukaka, 2012; Nguyen et al., 2013; Wang et al., 2017). 
Different techniques describing multivariate correlation analysis and their performance 
analysis have been discussed (Wang et al., 2017). The emergence of multivariate 
correlation analysis is due to the ever-increasing data dimension with associated variables 
and the need to determine associations between the variables. Unlike the conventional 
correlation technique due to Karl Pearson, multivariate correlation techniques have no 
basic formulation fundamentals (Wang & Zheng, 2020). Techniques such as the partial 
correlation and coefficient of determination have been recruited to justify analytically to 
analyse the association of multivariate independent and dependent variables. Techniques 
such as unsigned correlation have been proposed to investigate multivariate variables 
association (Wang & Zheng, 2020).  

The multivariate correlation coefficient determines the strength of the association 
between two or more variables of interest, unlike the univariate correlation coefficient 
(r) whose values range between ±1, the multivariate correlation coefficient values (r x y z ) 
range between 0 and 1. A strong association indicates that r x y z  tends to one. On the other 
hand, if the multivariate correlation coefficient value tends to zero, it implies little or no 
association between the variables. The uniqueness of r x y z  is that it is always positive. The 
amplifying nature of the multivariate correlation technique is the ability to handle all the 
independent and dependent variables provide simultaneously (Geiß & Einax, 1996). In 
most cases, multivariate correlation techniques often reveal a stronger association between 
variables of interest than the univariate correlation technique (Zhang et al., 2008). 

Correlation is applied to determine the level of association between variables of interest 
(Asuero et al., 2006). It has been investigated that the classical correlation coefficient is 
not robust when the data set contains influential observations (Abdullah, 1990; Okwonu 
et al., 2020). Studies have shown that a nonparametric approach based on the Spearman 
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correlation coefficient is insensitive against the influential observation present in the paired 
variables (Abdullah, 1990). We observed that when the bivariate correlation method was 
transformed into a multivariate correlation technique, the issue of underperformance due to 
the presence of outliers in the data set persisted as such, the existing multivariate correlation 
techniques were susceptible to outliers when the data set contained random outliers.  
To solve this problem of outliers, we propose robust and high breakdown multivariate 
correlation techniques that utilizes all the variables simultaneously and does not require the 
distributional assumption of the data set to compute the multivariate correlation coefficient 
value. Therefore, the main contribution to this study is that the proposed methods are 
insensitive and not susceptible to outliers.  

 The proposed methods and the conventional methods were applied to the Covid-19 
data set. The level of association determined based on the data sets were used to evaluate 
the health risk of the Covid-19 pandemic. The analysis relying on the level of association 
could assist the researchers to advise people to abide by safety protocols established by 
healthcare providers and relevant organs of government. 

The rest of this paper is organised as follows: In Section 2 we discussed the conventional 
methods: paired multivariate correlation; the median-based multivariate correlation 
technique; and the multivariate correlation by regression technique; followed by the 
proposed techniques: the multivariate cross-correlation technique, and the multivariate 
cross-correlation based on deviation method. The second section continued with the 
multivariate coefficient of determination, adjusted multivariate coefficient of determination, 
and ended with data collection. Results and discussions are presented in Section 3, and the 
conclusion follows in Section 4.

MATERIALS AND METHODS

Rodgers and Nicewander (1988) observed that the correlation coefficient (r) could be 
computed using different mathematical formulations. Different names have been ascribed 
to the mathematical complement, but the general objective is to determine the degree of 
associations between interest variables (Rodgers & Nicewander, 1988). This paper complies 
with the mathematical formulation concept elaborated and enunciated by Rodges and 
Nicewander (1988) in developing a new computational framework for the index. Before 
discussing the new computational framework, we looked at the different multivariate 
correlation index advanced by different researchers of different mindsets. 

Paired Multivariate Correlation

Let  be independent random variables and 

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

 be the dependent variable.  The 
idea is to investigate whether the independent and dependent variables correlate or not. 
From observation, the strength of correlation in Pearson’s concept is stronger in dual sign 
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directions than the paired multivariate correlation. The conventional procedures involve 
pairing the random variables before the correlation values are plugged into the multivariate 
correlation formula.  The following mathematical Equation 1 states the multivariate 
correlation coefficient method (Geiss et al., 1991; Geiß & Einax, 1996; Wang et al., 2018).

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

       (1)

where 

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

 (Garnett, 1919) and 

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

Equation 1 is defined by pairing the Pearson’s correlation coefficient, where 

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

 
and 

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

 are well defined Pearson correlation coefficient. Equation 1 can be simplified as 
Equation 2-4:

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

     (2)

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

     (3)

(1)

. Equation 1 is defined by pairing the Pearson’s correlation coefficient,

where are well defined Pearson correlation coefficient. Equation 1 can

be simplified as Equation 2-4:

(2)

(3)

(4)

     (4)

where and .

(5)

and .

and

where

(6)

where and

 Equation 1 
can be written based on Equations 2-4 to form the paired multivariate correlation as shown 
in Equation 5 and .

(5)

and .

and

where

(6)

where and

      (5)

where 

and .

(5)

and .

and

where

(6)

where and

The Median-Based Multivariate Correlation Technique

This  procedure  involves  subst i tu t ing the  mean by the  median,  that  is  

and .

(5)

and .

and

where

(6)

where and

and 

and .

(5)

and .

and

where

(6)

where and

, where  

and .

(5)

and .

and

where

(6)

where and

 and 

and .

(5)

and .

and

where

(6)

where and

 are the median of the independent and dependent random variables. 
Substituting these into Equation 2-5, we have the median-based multivariate correlation 
as presented in Equation 6.
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and .

(5)

and .

and

where

(6)

where and

  (6)

where 

and .

(5)

and .

and

where

(6)

where and and 

and .

(5)

and .

and

where

(6)

where and

 

Multivariate Correlation by Regression Technique (MCRT)

The concept of regression to compute the correlation coefficient was initiated by Mr. Yule 
around 1897 (Pearson, 1920; Weida, 1927). Standing on this note, this concept is considered 
suitable for this paper. The multivariate correlation technique based on regression was 
coined using the principle of multiple regression procedures (Huberty, 2003; Lewis-Beck 
et al., 2004). Recall the multiple regression formulation, that is Equation 7,

(7)

, where

(8)

where .

   (7)

where 

(7)

, where

(8)

where .

 are the independent variables (predictors), y denotes a single dependent variable, 

(7)

, where

(8)

where .

, where 

(7)

, where

(8)

where .

 is the weights and 

(7)

, where

(8)

where .

 is the estimate of y called the predictor score. 
In this regard, the computation of 

(7)

, where

(8)

where .

 strictly relies on the information provided by the 
independent and dependent variables as such how large or small the correlation between y 
and 

(7)

, where

(8)

where .

 depends on the information provided by 

(7)

, where

(8)

where .

. This method implies that the correlation 
between the dependent variable and the linear combination of the independent variables 
is called the multivariate correlation (Lewis-Beck et al., 2004). Based on Equation 7, the 
multivariate correlation denoted by 

(7)

, where

(8)

where .

 (Asuero et al., 2006) can be started by applying 
the dependent variable and the predictor score, that is y and 

(7)

, where

(8)

where .

 as given in Equation 8.

(7)

, where

(8)

where .

    (8)

where .. An alternative to Equation 8 is to apply the following procedure:.

        

where 

(10)

(11)

 denote augmented matrix and 

(10)

(11)

 vector (Abdi, 2007).  
Let 

(10)

(11)

 denote the regression sum of square defined by Equation 9.

(10)

(11)

      (9)
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where  is a row vector of 1 that align with the dependent variable y and 

(10)

(11)

 as defined in 
Equation 9 and the total sum of square 

(10)

(11)

 is defined as Equation 10.

(10)

(11)

      (10)(10)

(11)

       (11)

where 

(10)

(11)

 is the sum of square of the residual (Equation 11). Applying Equation 9-11, we 
obtain the multivariate correlation as Equation 12.

    (12)

Equation 8 and 12 are based on the regression approach. The proposed methods are 
described as follows.

Multivariate Cross-Correlation Technique

Let 

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

 be independent random variables and 

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

 be a dependent random variable. 
These variables or vectors are paired such that each interacts to obtain the level of trend 
(Wang & Zheng, 2020). Recall the concept of vector, matrix products, and transpose, in this 
case, when a 

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

  row vector is multiplied by an 

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

 column vector, the product is 
a scalar or a real number. The independent and dependent variables may assume 

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

 
or 

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

 row or column depending precisely on the variable transposed from row to 
column or column to row.

Let 

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

 be the autocorrelation and 

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

 be the cross-correlation as 
defined in Geiss et al. (1991) and Geiß and Einax (1996) and invoking the Cauchy-Binet 
concept we obtain the following Equation 13-15:

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

  (13)

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

  (14)

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

  (15)

Where  are the transpose of the data set. Equation 13-15 can be written 
compactly as Equation 16-19.
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(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

     (16)

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

     (17)

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)

     (18)

(n x 1) or (1 x n)

,

(13)

(14)

(15)

,

(16)

,

(17)

,

(18)

, and (19)  (19)

The definition of 

:

, (20)

and .

and if

,

 mimic Chatillon’s correlation 

:

, (20)

and .

and if

,

 (Chatillon, 1984). 

Applying Equation 13-15, this technique produced Multivariate Cross-Correlation and can 

be stated as in Equation 20 :

, (20)

and .

and if

,

 ::

, (20)

and .

and if

,

  (20)

The values of 

:

, (20)

and .

and if

,

 play a vital role in determining whether there is an association between 
the variables. Equation 20 detects an association if 

:

, (20)

and .

and if

,

 On the other hand, 
Equation 20 detects no association if 

:

, (20)

and .

and if

,

 If the definitions 
of 

:

, (20)

and .

and if

,

 are achievable for the first instance, that is 

:

, (20)

and .

and if

,

 the association of the variables 
can be determined uniquely. On the other hand, if 

:

, (20)

and .

and if

,  this implies no association 
between the variables. It is pertinent to state that the value of 

:

, (20)

and .

and if

,

 is always positive. A 
similar computational framework has been expressed in Tan et al. (2011).  Therefore, the 
following is true (Equation 21).

(21)

(22)

(23)

(24)

,

(25)

(26)

(27)

     (21)

Multivariate Cross-Correlation Based on Deviation Method

Let X, Y adn Z be as defined, then the deviation method is stated as Equation 22-24:
(21)

(22)

(23)

(24)

,

(25)

(26)

(27)

     (22)

(21)

(22)

(23)

(24)

,

(25)

(26)

(27)

     (23)
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(21)

(22)

(23)

(24)

,

(25)

(26)

(27)

     (24)

Based on the deviations and invoking the concept defined in Geiss et al. (1991) and 
Urain and Peters (2019), the following argument applies and mimics Pearson’s procedure. 
For each ,  we have Equation 25-27.

(21)

(22)

(23)

(24)

,

(25)

(26)

(27)

    (25)

(21)

(22)

(23)

(24)

,

(25)

(26)

(27)

    (26)

(21)

(22)

(23)

(24)

,

(25)

(26)

(27)
    (27)

The values of ,  strictly depends on the deviations from the variable of interest. 
Hence we have Equation 28.

and   (28)

Applying the definitions in Equation 28 we obtain Multivariate Cross-Correlation 
Based on Deviation Method ( ,) as stated in Equation 29

,   (29)

The value of , is always positive. Therefore Equation 29 is true if the following 
conditions hold as in Equation 30

      (30)

Therefore, the limits [0,1] for the proposed procedures are established based on the 
conditions explicitly stated in Equation 21 and 30. The proposed methods are insensitive 
against influential observations.

Multivariate Coefficient of Determination 

In some situations, the correlation value is often questioned as lacking interpretations for 
its measurement unit as such; the correlation value is squared. This squared correlation 
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value is called the coefficient of determination. This can be described as the proportion of 
the variance in one variable explained by the differences in the other variables (Nagelkerke, 
1991; Nakagawa et al., 2017; Pyrczak et al., 2018). The strength of the different multivariate 
correlation techniques discussed in this paper depends on the multivariate coefficient of 
determination (Equation 31).

(31)

(32)

 (Equation 31).
(Equation 31).

(31)

(32)

    (31)

Equation 31 denotes the fraction of the sum of interaction explained by the methods 
discussed in this paper. In this case, (Equation 31).

(31)

(32)

 close to one show superior interaction or 
association between the independent and dependent variables. On the other hand, if (Equation 31).

(31)

(32)

  
is close to zero it implies that the level of interaction between the variables is not suitably 
explained. It is vital to note that the univariate coefficient of determination and multivariate 
coefficient of determination play a similar explanatory role. Explaining Equation 31 further 
implies that 

(Equation 31).

(31)

(32)

may signify a closer association between the independent and 
dependent variables than (Equation 31).

(31)

(32)

 . However, (Equation 31).

(31)

(32)

 allows for the comparison of the level of 
association (Asuero et al., 2006).  

In this study, it is proper for us to investigate and compare the Pearson coefficient of 
determination from the regression approach. The formula in Equation 32 is applied to 
determine the coefficient of determination for Equation 8.

(Equation 31).

(31)

(32)

   (32)

Where 

(Equation 31).

(31)

(32)

 denotes the predicted values of 

(Equation 31).

(31)

(32)

 based on the information provided by the 
regression model, and 

(Equation 31).

(31)

(32)

 is the mean of the response variable. Equation 32 was compared 
with the usual technique of squaring r values. This argument was considered vital because 
Equation 8 yields the same results as Pearson’s technique. Unfortunately, the coefficient of 
determination computed by applying Equation 32 is equal to the coefficient of determination 
obtained by squaring the Pearson’s r. 

Adjusted Multivariate Coefficient of Determination 

The adjusted multivariate coefficient of determination is stated as Equation 33.

(Equation 31).

(31)

(32)

   (33)

where l denotes the sample size, and k is the number of independent variables, and (Equation 31).

(31)

(32)

 
denotes the multivariate coefficient of determination.  The basic objective of using Equation 

(Equation 31).

(31)

(32)
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33 is to minimise positive estimation bias (Huberty, 2003). Minimisation of bias is assumed 
large depending on the sample size divided by the independent variables’ dimension, that is 
(n/p) . In general, Equation 33 gives a true estimate and more reliable than the multivariate 
correlation coefficient of whatever derivation.

Data Collection 

The Covid-19 virus is a global problem, and some countries have experience in managing 
pandemics while others do not. In this study, we used the data set from two countries: 
Malaysia and Nigeria. These countries are both developing but they have similar weather or 
climate conditions, different continents, and geographical location but differ in population 
size. Unfortunately, Covid-19 does not recognise the lifestyle. We use Covid-19 data from 
these two countries because of easy access to data, similar lockdown measures, and the 
use of non-pharmaceutical interventions to combat the outbreak of the virus. The uses of 
the data set from these countries provide more information on the risk associated with the 
virus and non-compliance with safety protocols. 

Case 1. Malaysian Covid-19 data set. The history of Covid-19 in Malaysia started on 
25th January 2020 when the Covid-19 case was first reported in Malaysia. The data for 
this study was collected from 25th January to 31st July 2020 based on recorded data in the 
portal of the Ministry of Health Malaysia (KKM, 2020). This represents 189 days of the 
Covid-19 outbreak in Malaysia. As of 31st July 2020, the number of confirmed cases is 
8,976, discharged cases are 8,645, representing 96.31% recovering, and 125 death cases 
representing 1.39% with 2.3% active cases. 

Case 2. Nigerian Covid-19 data set: The data set are the daily recording of the Covid-19 
outbreak in Nigeria which was first reported on the 27th of February 2020 to 4th August 
2020 by the Nigeria centre for disease control (NCDC, 2020). The data consist of 163 days 
of recording with total confirmed cases (44,433), discharged cases (31,851) representing 
71.68%, and death cases (910) representing 2.05%. This implies that as of 4th August 2020, 
Nigeria has approximately 11,672 (26.27%) active cases.  Table 1 consists of variables of 
interest in this study. 

Table 1
Study variables  

Independent Variable Confirmed cases
Dependent variables Discharged  and death cases
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RESULTS AND DISCUSSIONS

In this section, we present the values of the multivariate correlation (R), coefficient of 
determination ( (Equation 31).

(31)

(32)

), and the adjusted coefficient of determination (Adjusted (Equation 31).

(31)

(32)

). 
The Pearson correlation technique performance is evaluated based on the ±1, while the 
multivariate correlation technique’ is evaluated between 0 and +1. The implication of this 
is that if R = 0, it implies no association between the variables, and if R = 0.1,0.2,0.3,0.4 
it implies weak association, and if R = 0.5,0.6,0.7,0.8,0.9,1.0 it implies moderate to strong 
association of the study variables. These performance evaluation procedures were adopted 
due to consistent and reliability to analyse situational data. However, as the value of R 
approaches one, the difference between R, (Equation 31).

(31)

(32)

 and Adjusted (Equation 31).

(31)

(32)

 becomes immaterial. 
In Figure 1, we used the Covid-19 data set from Malaysia for the period under review. 
The performance of the conventional multivariate correlation and the proposed techniques 
are compared. 

In Figure1, the paired multivariate correlation ((

(

and 

), Equation 5 and the median-based 
paired multivariate correlation (

(

(

and 

), Equation 6 are defined, respectively. Equation 
6 is a modification of Equation 5. At the same time, 

(

(

and  are the multivariate 
regression techniques, that is Equation 8 and Equation 12. The proposed methods are 
the multivariate cross-correlation technique (sig_del, Equation 20) and the multivariate 
cross-correlation based on the deviation method (delta, Equation 29). In Figure 1, the 
proposed methods (Equation 20 & 29) showed that there was a strong association between 
confirmed, discharged and death cases, the implication is that if a case is confirmed, two 
reasonable possibilities exist, that is the case may either be discharged or classified as 
dead. The modified approach (Equation 6) indicates a strong association between the 
study variables, and Equation 5 and Equation 8 show similar performance, and Equation 
12 shows a weak association between the study variables. We observed that the regression 
techniques (Equations 8 & 12) and the conventional technique (Equation 5) are affected by 
influential observations (random outliers). This is justified because outliers often affect the 
mean, and the median is resistant against outliers. The implication is that the mean base 
techniques are affected when a high number of confirmed or discharge or death cases are 
reported.  In this data set, influential observations or random outliers implies the day with 
the highest number of confirmed or discharge or death cases against the usual pattern of 
infection or discharge or death cases. From Figure 1, the comparative analysis indicates 
that the proposed techniques are robust against random outliers and hence showed a 
stronger variable association than the conventional techniques. Figure 2 consists of the 
Covid-19 data set from Nigeria. The performance analyses of the different methods based 
on the Nigeria Covid-19 data set showed similar comparative performance discussed for 
the Malaysian Covid-19 data in Figure 1. 
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In Figure 1 and 2 above, 

(

(

and  has the lowest coefficient of determination ( (Equation 31).

(31)

(32)

) and 
Adjusted (Equation 31).

(31)

(32)

 values. The proposed methods based on (Equation 31).

(31)

(32)

 and Adjusted (Equation 31).

(31)

(32)

 showed 
strong association indicating that when somebody was infected with the Covid-19 virus, 
there was a strong association (relationship) that the person might be discharged or die of 
the virus. However, the other methods apart from the multivariate regression method 

(

(

and  
showed a moderate degree that an infected person might either be discharged or die. This 
indicates that the Covid-19 data set from the two different continents and countries have 
similar characteristics. The implication of (Equation 31).

(31)

(32)

 = 0.98 for the proposed techniques showed 
that these two methods explained the data set very well.

The conventional methods imply that when someone is confirmed positive, there is 
a slightly moderate to strong association that the person may be discharged or die of the 
virus. However, the degree of association to be discharged or dead differ with the different 
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Figure 2. Comparative analysis of different Multivariate correlation techniques (Nigeria)

Figure 1. Comparative analysis of different Multivariate correlation techniques (Malaysia)
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techniques. The proposed method showed a strong association for the confirmed person 
to be discharged or confirmed dead. Although, the other methods differ in association 
because R, (Equation 31).

(31)

(32)

 and Adjusted (Equation 31).

(31)

(32)

 differ strongly. We observed from Figure 1 and 2 that 
(Equation 31).

(31)

(32)

 values are greater than the values of Adjusted (Equation 31).

(31)

(32)

. From the study, we observed 
that sig_del and delta performed similarly for both data set. For the Nigeria data set, (

(

and 

  
and 

(

(

and 

 performed comparably. 
The comparative analysis showed that there were possibilities that any confirmed case 

might either be discharged or die of the virus. The study had shown that there was a strong 
to a weak association for the study variables. The study also showed that the confirmed and 
discharged cases were strongly associated hence there was a minimum number of death 
cases for both countries. This affirmation concurred with the number of deaths recorded. 

In Figure 3, we observed that the discharged cases were 8,770 (97.7%), including death 
cases for the period under consideration. This implies that about 206 (2.3%) active cases 
were still receiving treatment in the country’s health facilities. While in Figure 4, about 
32,761 (73.7%), including death cases had been discharged, and about 11,672 (26.3%) 
active cases remained in the country’s health facilities. In Figure 3 and 4, we observed 
that the number of discharged cases was approaching the number of confirmed cases. The 
trend in Figures 3 and 4 continues for the two countries.

The total confirmed cases for the two countries for the period under review were 53,105 
with 83.2% cases reported in Nigeria and 16.8% cases reported in Malaysia. Malaysia has 
recorded 96.3% recovering on country-wise analysis than Nigeria with 71.7% analysed 

Figure 3. Comparative analysis of confirmed and discharged cases of Covid-19 in Malaysia
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using similar conditions for the period under review. As at 31st July 2020, the active cases 
based on the data source (KKM, 2020), Malaysia had 206 (2.3%) active cases while as 
at 4th August 2020, Nigeria (NCDC, 2020) had 11,672 (26.3%) active cases (number of 
deaths inclusive). Based on the results and analysis above, this study confirmed a strong 
association between confirmed and discharged cases. This implies a fragile association 
between the confirmed and death cases. 

In general, without vaccines and recommended drugs to treat Covid-19 patients, the two 
countries studied have done remarkably well to fight the pandemic. Based on the current 
circumstances whereby on availability of drugs and vaccines, it is better to examine the 
level of association between the confirmed, discharged, and death cases. Therefore, due to 
the nature of global data on daily confirmed, discharged and death cases, Covid-19 data may 
not be normally distributed. Using conventional methods to determine the association level 
may indicate a lower level of association due to the outlier effects on conventional methods. 
Apart from the proposed method, every other method, especially the multivariate regression 
technique is heavily affected by the presence of influential observations. Therefore, we may 
conclude that due to the present scenario surrounding Covid-19 management, robust and 
precise procedures be applied to determine the level of association to enable a caregiver 
to infer that there is a strong association that Covid-19 infected person may recover or 
die. Therefore, this study confirmed that a strong association between the confirmed and 
recovered cases implied that the number of casualties might be small depending on the 
infected cases.

Figure 4. Comparative analysis of confirmed and discharged cases of Covid-19 in Nigeria

0

5000

10000

15000

20000

25000

30000

35000

40000

45000

50000

0 20 40 60 80 100 120 140 160 180

N
U

M
B

ER
 O

F 
C

O
N

FI
R

M
ED

 C
A

SE
S

NUMBER OF DAYS

CONFIRMED CASES
DISCHARGED CASES



Robust Multivariate Correlation Techniques

1013Pertanika J. Sci. & Technol. 29 (2): 999 - 1015 (2021)

CONCLUSIONS 

The comparative analysis of the proposed methods and the conventional methods showed 
that the proposed methods were insensitive to influential observations or random outliers 
than the conventional methods. The study based on these methods showed moderate 
to a strong association between confirmed, discharged, and death cases. It implies that 
someone infected with the virus can only be discharged or die. Although the different 
methods revealed different degrees of association, the proposed methods showed a robust 
association indicating that the infected persons could either recover or die. Other techniques 
showed a different association level based on the multivariate correlation, multivariate 
coefficient of determination, and adjusted coefficient of determination. Therefore, there is 
a very weak association between confirmed and death cases and a very strong association 
between confirmed and discharged cases. The study affirmed that the strong association 
between confirmed and discharged cases implies a minimal number of deaths recorded in 
both countries, thereby confirming a high survival rate and minimal death rate. Therefore, 
it is recommended that the method with strong association be accepted due to the lack 
of vaccine and globally accepted drugs to treat Covid-19 for effective case management. 
These strengths of the association will encourage people to adopt non-pharmaceutical 
interventions such as the “Movement control order” in Malaysia, social distancing, and 
lockdown in Nigeria. However, these two countries still maintain the same trend of 
infection, discharge, and low death rate.
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